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Al's Challenge to
Commonsense Humanism

» Machine-Learning Based
Al's Impressive
Performance without
Awareness

» Challenging the so-called
‘only human’ area

» Bas Korsten'’s ‘The Next
Rembrandt’

» Unfamiliar Nature of Al
Intelligence

» Providing an Opportunity -
for us to re-examine the
place of humans in the
Universe


https://www.youtube.com/watch?v=IuygOYZ1Ngo

Humans facing strange
intelligence

» Homo Neanderthalensis: a
cousin species of Homo
Sapiens, lived between
400,000 and 40,000 years
ago in Eurasia region

» Forlong time, we never

met a ‘comparably
intelligent’ being other
e than tellow humans

T » Naturally we tend to

o presuppose human-like
mind behind human-like
performance

» Now Al allows us to
recognize this is just a
historical contingency!



https://www.youtube.com/watch?v=FMc81qpCQ3g

Artificial Intelligence or
Machine Intelligence?

» The name Al highlights that
they are human-made.

» Consequently, Al-related
discussions are dominated by
anthropomorphizing talk of Al
and asking whether and when
Al will surpass human
intelligence.

» (Jerry Kaplan): What if we call Ee R
artificial bird, not airplane? U R T e

» Accepting the plurality of
minds, and treat machine
intelligence as another kind of
intelligence


https://www.youtube.com/watch?v=NpwznnFBym8

Singularity, Superintelligence,

Existential Risk

LIFE
3.0

BEING HUMAN IN THE AGE OF
ARTIFICIAL INTELLIGENCE

MAX TEGMARK

Exponentially developing

Al >> Singularity shall be
reached in near future, and
Superintelligence will emerge.
(Kurzweill)

Wise warning of ‘existential
risk'e (Hawking, Tegmark,
Russell, Tallin)

Many critics including Pinker
point out that the discussion
relies on very ‘thin’ (and
outdated) conception of
intelligence!

|IEEE prefers Al/S instead of Al.


https://www.youtube.com/watch?v=gimu5nXWaWU

Ever Changing Conception of
Humanism

» Commonsensical Humanism
(AXEH/AEEH)
Respecting human existence,
capabilities, characters, hopes,
happiness, and examining
human culture

» Renaissance Humanism:
Admiring ancient Greek and
Roman civilization >> Affirming
human activities such as
literature, art and architecture

» French Humanism: Declaring
universal and inalienable
human rights

» Expanding Moral Circle or
Moral Progress



https://www.youtube.com/watch?v=BhovbMe7nOo

Posthumanism, Reexamining
Humanistic Values

» Two ways of
conceptualizing
Postmodernism

1) Reexamining modernistic
values

Human nghts 2) Radical relativistic

destructionism

» Similarly, we might
understand Posthumanism

= = S in two ways,
Y y= 1) Reexamining taken-for-
= =Xl m granted humanistic values

2) Promoting human
enhancement
(transhumanism)


https://www.youtube.com/watch?v=nDgIVseTkuE

Posthumanism as
Methodological Attitude

» Notice that posthumanism
does NOT presuppose that it
is justified to treat humans,
animals, and machines
morally and legally equal.

» Posthumanism does NOT
deny ALL humanistfic values.

» Rather, Posthumanism
pursues reevaluating and
reexamining modernisfic
presuppositions as regards
human rights, human dignity,
and human unigueness.


https://www.youtube.com/watch?v=mOfoqtB-5DU

Future of Humanity and
Posthumanism

» Redefining Humanistic
Values: Machine

~ intelligence which is
n”'njl,nni i impressive but strange to
| | humans urges us 1o
: redefining humanistic
LARRY NIVEN values without familiar
» [ human-centered
' viewpoint.

» Universe is likely to be
populated by many (and
stfrange to us) intelligent
beings. And we need to
navigate through the
Universe in our future.

| » Posthumanism as
“Larry Niven is the past and future mefhodo|og|ca| Oﬂ'|1'ude

master of the strange and wonderful.”

. Grog Beer will be instrumental.
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INBOTS CSA promotes collaboration between four pillars in relation to
Interactive Robotics, to work in six main areas of expertise

Business pillar

Ethical, Legal and
socioeconomic pillar

on legal, ethics &

) Entrepreneurship and
ConoMmiIc aspects

nen-technical support to
SMEs

“INBOTS

"+ Inclusive Reobotics for Accessible and
a bettar Society multidisciplinary education
programs

ietal and

sacio-economic uptake

www.inbots.eu

Regulation and risk
Technical pillar management Standardization and

academ ial experts that are ek benchmarking

End users, policy
makers and
general public pillar

air y will be

d-on cun and future
nits in Interactive

A consortium of 25 partners from 12 different European countries bringing
together experts from different disciplines to establish a wo:ki:ll:'g synergy
between all the relevant stakeholders in Interactive Robotics and to promote
Interactive robotics understanding and acceptance.

otics.

- This Project has received funding from the Eumirmmmgk\elbergh@uniVie-aC-at

2020 research and innovation program under grant agreement
No 780073 @- @INBOTS_CSA o @NBOTS_CSA
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: INDEPENDENT
HiIGH-LEVEL EXPERT GROUP ON
ARTIFICIAL INTELLIGENCE

SET UP BY THE EUROPEAN COMMISSION
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Osterreichischer Rat
fiir Robotik und
/ Kinstliche Intelligenz

Wien, November 2018

Die Zukunft Osterreichs mit
Robotik und Kunstlicher Intelligenz
positiv gestalten

White Paper des Osterreichischen Rats fiir
Robotik und Kiinstliche Intelligenz




ARTIFICIAL INTELLIGENCE (Al)
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SCIENCE FICTION ALARM
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“Al is a fundamental
existential risk for
human civilization”

-~

(Elon Musk)
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“we humans aré like
= small children playing
with a bomb”

»
i

(Nick Bostrom)
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“the Singularity is a future period
during which the pace of technological change
will be so fast and far-reaching
that human existence on'this planet
will be irreversibly altered”

(Ray Kurzweil)
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J-ROMANTIC
- CYBORGS

~ ROMANTICISM,

" INFORMATION
- TECHNOLOGY,
~AND THE END OF

0

The MIT Press




AGAINST ALARMISM

KEEP
CALM

AND

DO YOUR
HOMEWORK




THERE IS NO'GENERAL.AI!

®)




Al: IN YOUR POCKET
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- Classical
- Machine learning and (big) data science \

-

\ Connect with other problems digital tech
and robotics, & automation
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Industry
Finance
Health care
Transport
- Military applications
Work
- Home
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ETHICAL, LEGAL,/ AND SOCIETAL
PROBLEMS A

Derek Bacon
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Problem for discussion and regulation:

e What are we talking about?
— Al, robots, algorithms, code, smart tech,
internet of things, ‘cyber-physical
systems’ ... ?
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DEFINITION PROBLEMS
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Problem for discussion and regulation:
 “the AI"???

 How autonomous, intelligent, etc.?
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Al: machine learning: connected to
data science

But not only machine learning



g

Compare with other digital tech

Compare with other automation
technologies (e.g. robotics)
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VVULNERABLE USERS,
ATTACHMENT AND DECEPTION
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HUMAN DIGNITY
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REPLACEMENT?

t tasks

. E abou

n-Al and
aboration?

"



;‘ Not just phllosophlcal
4 problem but very practical
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There is already Al

. There are already robots
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Al causes crash on financial
markets

Machines harms worker in
factory

Autonomous car drives into
group of children

Care robot gives the wrong
medication

Killer robot kills civilian

Child gets too attached to
educational robot
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RESPONSIBILITY

pa——— TR, T e

;" THE PROBLEM

. “ Given that Al gets more
gy /4 agency, who is responsible?

IMIORAL AND LEGAL

- How to attribute
responsibility?
- What is required to take

or ascribe responsibility?
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RESPONSIBILIT
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2 Responsibility conditions =

IMIORAL AND LEGAL

|

4 since Aristotle: N
; y 4 - control condition (agency)
/. * - knowledge condition
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2 Responsibility conditions =

IMIORAL AND LEGAL

|

4 since Aristotle: N
; y 4 - control condition (agency)
/. * - knowledge condition
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MORAL AND LEGAL RESPONSIBILITY
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| Responsibil?ty
| The technology cannot be
held responsible

- Lacks the required moral
agency capacities, e.g. free
will
Does not really “know”

what it is doing, is not aware
of what it is doing

Humans can
- BUT WHOQ????



I Self-driving Uber kill
first fatal crash invol'’

Tempe police said car was in autonomous
crash and that the vehicle hit a woman wk

Case: Fatal accident

Uber self-driving car in
autonomous mode
causes accident in S
Arizona: pedestrian dies 3
(March 2018)

See also 2016 Tesla
accident

\
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Case: Fatal accident

< gelf-ic?lnvmg Uberkill, * Who is responsible?
rst fatal crash involV' 'yo1v0? Uber? Vehicle

operator/driver?
Tempe police said car was in autonomous d ) 2 f
crash and that the vehicle hit a woman wk Pedestrian? State o

Arizona? Problem of
“many hands”

 Draw on tort law:
Uber/driver failed to exercise
reasonable care

* Draw on product liability ‘
law: Volvo and Uber

e Conduct pedestrian: accident
avoidable?

 State of Arizona: sufficient
regulation? E.g. one could
require someone to be in
driver seat — but enough?
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® Some problem
— How to attribute and

o
distribute responsibility if
MORAL AND LEGAL there are not only many I
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— o hands but also many
things?

— how to make sure
responsibility traces back
to humans? human in
control?

* Measures
— insurance?
— regulating or ban?

— new legal instruments or
not? (e.g. existing liability
law enough?)

A
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I® Some problems

* acceptance:

MORAL AND LEGAL — accident and death more

— = 3 acceptable if human
' agent, e.g. human driver

— why is automated flying
acceptable and
automated driving not?
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K gradatlons of
automation

— E.g. gradations of
autonomous driving;

there is already

automation in existing

cars: ‘
* Cruise control '

 Lane departure correction
systems

Collision avoidance systems
Automated parking
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Example: Classificaton
Society of Automotive
Engineers (SAE)

5 levels of self-driving:

— Level 0: monitoring,
warnings

— Level 1: adaptive cruise
control, automated
parking

— Level 2: automated
driving, but driver must
be alert and be able to
take over any time

— Level 5: no human
intervention needed
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Information and knowledge

Do users and operators
understand the system
and its limitations?

- (Mis)information by
manufacturers?

Important for discussions
about liability and
negligence

Difference with aviation,
which is highly regulated
and relatively safe




ANOTHER EXAMPLE:

Learning algorithms and
data science

-> responsibility for data
collection, selection,
bringing datasets together,
etc. — responsibility relevant
at all stages of the process

Responsibility attribution
difficult because of long

causal history with many
hands and many things




2 Responsibility

- control condition
J knowledge condition




MORAL AND LEGAL RESPONSIBILITY
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“#_ Many humans don’t know
what they are doing when
they use Al

- Don’t know limitations of
the system

Don’t know the potential
ethical consequences

- The technical system itself
may not be transparent (not
even to technical people)



* Problem with new approaches to Al:
Decision Al/algorithm black box, |
am affected by the decision but do
not know how it came to its decision

* This is ethical problem: | should have
right to know why

* In EU right to be informed via GDPR
but this does not constitute a right to
explanation




* Technical solutions to render Al
(machine learning) more
explainable...

-




* The Al does not “decide” but .

makes recommendations

* In the end the human decides and

remains responsible for the
decision

* Includes duty to be able to explain
decision to those affected (not just a
technical matter!) >>>




 To whom are we responsible?

— Responsibility is not only about agents
and their knowledge; it is also about the
"responsibility patients”: to whom are
we and should we be responsible?

— Responsibility as answerability
— Relational approach

* This is extra reason for explainability
and transparency: we owe an
explanation to those affected by Al

(see new article >>>)




Science and Engineering Ethics
https://doi.org/10.1007/511948-019-00146-8
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Check for
updates

Artificial Intelligence, Responsibility Attribution,
and a Relational Justification of Explainability

Mark Coeckelbergh’
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© The Author(s) 2019

Abstract

This paper discusses the problem of responsibility attribution raised by the use
of artificial intelligence (AIl) technologies. It 1s assumed that only humans can be
responsible agents; yet this alone already raises many issues, which are discussed
starting from two Aristotelian conditions for responsibility. Next to the well-known
problem of many hands, the issue of “many things” is identified and the temporal
dimension is emphasized when it comes to the control condition. Special attention is

ark.co univie.ac.a

oiven to the epistemic condition, which draws attention to the issues of transparency
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SOCIETAL IMPLICATION
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THE FUTURE OF WORK
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The future of work ...
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... and the meaning of life
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BIASED ALGORITHMS

Problem in machine
learning: bias in algorithm
or dataset

— Bias can arise at all stages
(data collection, cleaning,
algorithm, training data
versus implementation)

— Problem of algorithm or
society, or both? How to
deal with this?



BIASED ALGORITHMS

Is bias avoidable? No, but we
can explicitly discuss,
analyze, and intervene (kind
of bias, degree of bias)

Ethical & political question is
whether bias or
discrimination is just/fair or
not

Algorithms teach us
something about our
societies (see also digital
humanities: use Al!)



Example: Al uses data from
internet text but there is
gender bias in those texts
and in our language (e.g.
Bryson’s work)




GENDER ISSUES AND HUMAN

RELATIONSHIPS

e Flrst Al _“.,.,
Sex Robot
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Al TECH IS EMBEDDED IN RELATED TO HUMAN ACTIVITIES
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ROUTLEDGE STUDIES IN CONTEMPORARY PHILOSOPHY

Using Words and Things

Llanguage and Philosophy of Technology

Mark Coeckelbergh



ETHICS @FAI:APPACH it

5

LA
&

¢« * Bottomup

* Pro-active
e Global
* Positive



Experience — Practices
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ETHICS: HOW NOT TO DO IT

Volkswagen executive pleads guilty in emissions scandal

A German Volkswagen executive pleaded guilty Friday to conspiracy and fraud charges in
Detroit in a scheme to cheat emission rules on nearly 600,000 diesel vehicles.

LATIMES.COM

ers ar
41 000 own e
worse fuel consumption
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Volkswagen: The's

The scandal o
ver Vi o . )
whole car ndustry heating poliution emissions tests j
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- Regulatlon needed, but always too
late?

. * Work also through standards, see IEEE
* Certification
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How to translate from prmuples to
practice? Problem of method and
operationalization

Power differences; democracy?
No possibility to stop the technology




EUROPEAN BUT ALSO GLOBAL ACTION

NEEDED

* Due to nature of new te(@ies\
* Do we have suitable institutions for
this? Or only big ggrporatig, ‘who
\ decide? ,
o E— -
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* Not just constramts and what not
to do, but also what to do and how

to live (good life, virtue,
community/society)
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,EXPLORE HOW OTHER COUNTRIES AND

e Cultural differences

» Different conceptions of the good
life and the good society
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: INDEPENDENT
HIGH-LEVEL EXPERT GROUP ON.

ARTIFICIAL INTELLIGENCE

SET UP BY THE EUROPEAN COMMISSION :

* X 4
s T

* /B

* P e




75

wQM11
; Ao Ld
_,..,_,uaxelmx,.
ey A -
S b y\.,oewxawaealelwr
a) “000908S 8o eeeea axeael
" PONDAS  wag “uxxxx111ee11a1ea
i o A W5o8 A90 D g uwnxxxxeaxmoexe1n
i Ban Al Ao ..hxxm\_am.‘.xmaleeexa
‘lr.l_...;.. DO~ 010061660 1069691
TP g - LAY dar LA
xea“olu.ﬂ_. oo - ) @ lill ll 0911
@ innaaiaiianzigaesaani datuanenet! 0% HEPETS
g £ 6 188 C 6 -S4l LAl b 988 ar01 8"
L OOIIIBN_W,HIW”“..LX\.‘.%lemll)aﬂl.. .\...9”01191 J..Ql%@n
atoseﬂLMIOOIOBLO\#10)188101.. (DM 10@&611
\ 13...1“9@1@19@11..0..90031.._..........,..ee oﬁbea
hondd oolaeuex..\exa..ee...f.,nxee gon
..eeaeox 100031919‘690;:91@?999 .l
eeeee1 111\19010901109969111191 ® "
,.9139111 01001911019031911010019 =
eaexeaie 1ytxexoexexexooooex;aeop &0
oieexe eeeexexoooxeeeo:oaeeoeap Iz
fU .eeooxtxee11111099001991__.“.011111: m
P— .»xaam.ovb11000»911111111101\,990191 =
I;\.eo 093100000199119111exlxmmx 9
“ et 1019619))1910101191000“099 M
) 0 oxa;z11so:1;oomaoelaaxo;x. c
= "8 ._?...eoe.:.ooo»oxae £
Q 7 seonsee 0 T
go8%"
— 2
O
p -
O ) [re— t
+~ 5 © 9
n = Qe 2
2 3 = @
c 88 &
e - w o

* A



riﬁtx‘\-
= _

-
3

ide

i

93

.

a1

4o
%05
S .wmew
e85 ”uxxx
A" ag 18 ad
® =z ‘a8t
Lei.. ,HQ
b AN 111\—
e o950
- D lﬂlea\.
§ it dpe LT LA
4 © HAS000 T LA
e ernS Ve \J.\LUHII .1911091
APPPTIT IR AHABEHEESSA0AEANY
ol : R Ra R R - Lol
AAanOn e . o g {
1“.199109“.“1\01 kcﬁlﬂlﬂ.“ha.,mhluwe
o eﬂaieieﬂﬂvell\ellxetﬁs910&9
ex;eeowoo neOMMMauxllax
990111w\1eexeeox:%x»xxe:ee1e
Ana0de 916110100 6000nm098
a19;101Wx exexuxaene:eeoe1n
e:eee:xeexe 0190M1190111111
91111001 eeeeQ%xaelxeeexex
9@0111190’ 09&”191999]199
po" LR
fcp\.eeo“eleeia Swﬂaiieelawwall
AR 1oaﬁwoeoaox
g9%
AIS
©
0p]
=
-
- C oo
) m —
= ©
i)
Cc O
Q - -
O @©
- I
c £ &
@) c
c & o0 3
>
m o <
S £ £ 3
o L Ao
o

a1l

76



77

AT
m%au:
/e .nmuW1a
%YJ ,acema1eha
It ¢ s m;memxawmeax A
€1) “90006088 mxexeax axelelc,
if o ® SORNB A ng 19848 968 T L
b ] p o 160 o
i T oot 490D« statad? 191191@
Bathil s 4c ddbng Sedad o8t p0d sty
Al - o 50040%a608 o
ol 1 L8 _?iitetlema?
“Aﬂvselw‘ Regon e .1exea aoe111961111
=t L LAY Ard§ -t :..eef:.i.i.\.aea...l o
1o TEMEEE LS non0800” 00 9088 a0
Albww@alaxllozaxx\.sku:t)ﬂﬁ;. .anlmQQY ELPPTL
aWuazxaaee;eexe\uzo..xuaznx:. _.quxe ne .31961..
11eaeweie1onxxxoxooexuxx......,.,..911..4 A9 %
;eLoeaexxeeexauvexx\axnxeeallnluee 9 O ¢
006989111000010191900)191081393 ﬁVIalq
.3%)611110111\18010001100909111101 5 o
v e;.aaleaxexeolux1ex»uaxaxxe:ee..e ]
ewee;eaeeexxxxexoe;exuxaeeeexzaeea <
( v?eeeea.::.oe e;»;eeexoeue;e:eeoeln 5
. 088 60608007 xoeeg@xeoa;eozxzxx: 8
_— 4 110011119 ueixilxlxtzelxeeexal T
_ Vaseseel AP EELEE SR 2
cafnd™ 16;:10191011919991199 9
LIL " age® 11101126@119019a1099. N
AH» ~ng .911009 3000@0119911 =
noons e S
o+ Y e
— u )Fi
A (© o)
c € &
n O o =
) T o
—_— i
S S w O
Q
* m— h O
O o N®)
- c C
r * m—— a
—
o 8 ¢ &
- o o 9
qe] o > cC
O n U -
= 9 5 @
-+ Y=
LLl _ _ _
o
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* Trustworthy Al: 7 reqU|re{’(‘ifi:ehEs:fi‘iiﬁ'[

1. human agency and ove h:r 3
. technical robustnessgp—d‘sa JAEEEEE &

‘kglk‘ ﬁ"‘h. L9

a0 > & 0 1“‘51'.'!\""‘ L9 1

. privacy and data governanc
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4. transparency "jé_:i‘i
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. environmental and societal well- bemgz‘:‘ik o
. accountability Serei e



Al ethlcs gui dehnes
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e Zoom in on non- dlscrlmlnatlaﬁ*>aﬁd“falrness
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— Fairness:
Q@ < y W '\1'-'
1 € ©

Avoidance of unfair bias. Data sets uséd"by AI systems:(both for training and
operation) may suffer from the: mclusfqn ‘ofdinadvertent historic bias, incompleteness
and bad governance models:. THe e;ontmuation of such bta’ses could Iead to unintended
(in)direct prejudice and dlscnmmatmn agafnst certam groups or people, potentially
exacerbating prejudice and marglheﬂrsatlon (- g e

|dentifiable and dlscrlmlnatorybias should be removed in the collection phase where
possible. The way in which Al Systems arédeveloped (e.g. algorithms’ programmlng)
may also suffer from unfair blas,, This toulde counteracted by putting in place
oversight processes to analyse and address thé s‘gs{em S purpose, constraints,
requirements and decisions in a clear and tranSpar’em Thanner. Moreover, hlrmg from
diverse backgrounds, cultures and disciplines can ehsure t}wgmty of opinions and
should be encouraged. Ceraiesiiihen
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Al ethics gma‘ elines
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— Technical (architectures fgnt“msmmhy AI testing, explanation methodes,
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» Standardization ""m G TELE

* Certification igd: :

* Accountability via governance~ﬁﬂiﬁéwOrk f’e

* Education and awareness >3 v“lgaww

» Stakeholder participation e e N eaene |
* Diverse and inclusive design teams T R L
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Trustworthy Al Assessment List

Al ethlcs guldelmes

&

S

e

o
2
e

— Example Explainability:

oo~

Did you assess: to what extent the de:ctsrqrtsand hence the outcafie made by the Al system can be
understood? to what degree the system s‘deomor‘n influences the,gfganisation’s decision- maklng
processes? why this particular systémiwas. deplwed inthis specifi¢ area? what the system’s
business model is (for example, how d’ges itoreate v‘alue for.theidrga nisation)?

Did you ensure an explanation as to. WH the‘ %Vs}gm took a’ certaln choice resulting in a certain

outcome that all users can understaﬁd : "" 1000303
Did you design the Al system with mtérfwetability in mlnd from the start?
Did you research and try to use the s@}blési :and mgs:t |h£erpretable model possible for the

application in question? r02131n" f*_;'; i‘i o2«
Did you assess whether you can analyse your training and ﬁestlﬂg,ﬂata? Can you change and update
this over time? = ”;"@X’C?fﬁ—w

Did you assess whether you can examine interpretability afté{‘theamedelﬁ‘-f’rammg and
development, or whether you have access to the internal.wérkflow e?at«he model?

L 1Teoal1e16219
1919 191@1169
_,w‘l 1668 -
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INTRODUCTION

Framework for Trustworthy Al

CHAPTER |

. » Respect for human autonommy
Foundations 4 Ethical Princi 5

Adhere to ethical prindiples based on Acknowdedge and address tensions - Faimess
fundarmental rights betweesan them - Explicability

[ (not dealt with in this doourment)

CHAPTERN

-
P = Hurman agency and oversight
Realisation of Trustworthy Al ] 7 Key Requirements
[ & « Technical robustness and safety

nplement the key requirements Ewaluate and address these continuoushy - Prvacy and data govemance
throughout the Al systerm's lifie cyde - Tramsparency
via - Dversity, non-discrimnation and
Faimes=s

- Sodietal and ervironmental wellbeing

Techmnical Mon-Technical - Accountability
Methods Methods

CHAPTER |1

[ Assessment of Trusbworthy Al ] Trustworthy Al Assessment Lisk

Dperationaliss the requirements Tailor thi=s to the ific Al applicati
= key mark.coaeuckelbergh@uni\?i%?z;:cl.a'f_ o 83
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Questions for policy makers -
-  What do do?

- Howtodoit?
-  Who should do it?



What to do?

Morality: constraints, red lines, sactions

Ethics: the good life, the best life

+ the good society! (see article)

B . R S



How?

L o - B
HOW can we reach these goals? Also think
about PROCESS

How can we work together to ensure that Al
and robotics will contribute to a future we
want?

T  AEEEEES .




Who?

Who is affected by the technology? |




Who?

l & - OB
Who should make the rules?




Who?

L & .
Experts, citizens, and mediators
nheeded




Who?

|l an W
Cultural differences (global, Europe)




Who?

|l an W
Power differences (e.g. big companies)




Who?

L am . OB
What about non-humans?

What about the environment?




CAN Al “SAVE THE PLANET"?

AN o 2 |

J ° Policy is also about priorities: Al or
climate change?

e “Can Al help to deal with climate
change? Or does it make things

worse?

= Al can help us to deal.with complex problems =~ .

— But may also reflect a problematic attitude
towards the earth and the planet (see also
discussion about the Anthropocene)
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CONCLUSION: SOME BARRIERS TO GOOD POLICY
MAKING

Too much focused on principles,
too little work on methods and
operationalization

* How democratic is the decision-
making really?

* Lack of sufficient interdisciplinary
and transdisciplinary expertise

— Importance of education!
e Lack of discussion about priorities
» Sufficient global action?



THE FUTURE OF Al

=

: Beyond' singularitarianism and sci-fi

_Ethical, fair, inclusive, environmentally
frlendly

A{
S
G

x|

_ Interdisciplinary and education, incl.
| computer scientists and humanities




Forthcoming: Al Ethics (MIT Press)

Al ETHICS

MARK COECKELBERGH

THE MIT PRESS ESSENTIAL KNOWLEDGE SERIES



Talk for Beyond Humanism
conference

Korea Institute for
Advanced Study (KIAS)

Ethics of Al
Responsibility and Policy
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