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Causal Machine Learning

Krikamol Muandet

CISPA Helmholtz Center for Information Security

Society consists of diverse individuals, demographic groups, and institutions. Developing and
deploying algorithmic models across these varied environments involves navigating numerous
trade-offs. To create reliable machine learning algorithms capable of effective real-world
interaction, addressing this heterogeneity is essential. In particular, the ability to identify and
leverage causal relationships is a critical component of building reliable Al systems. In this
tutorial, I will introduce the fundamentals of causal inference within the context of machine
learning. I will begin by highlighting the mutual importance of causality in machine learning.
Next, I will discuss how instrumental variables (IVs) can be used to mitigate the impact of
unobserved confounders, enhancing the credibility of algorithmic decision-making and the
reliability of models built from observational and heterogeneous data. Specifically, I will
demonstrate how we can use machine learning tools, such as kernel methods and deep learning,
to address potentially ill-posed problems in non-linear IV regression and proxy variable
applications. Finally, I will emphasize that understanding how data is generated and how
models can influence it is crucial for reliable human-machine interactions, especially when

complete information about the data may be inaccessible
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Fluid Dynamic Models in Machine Learning

Daniel D. Lee

Cornell University and KIAS

Fluid dynamic models play an important role in understanding the dynamics of recent machine
learning models including reverse diffusion models and feature learning via stochastic gradient
descent. I will describe connections between incompressible fluid models and probabilistic
models, highlighting the role of conservation laws in both contexts. Specifically, the Fokker-
Planck equation provides a framework to describe how velocity flow fields and diffusive
processes influence the spatial and temporal evolution of the probability distribution. 1 will
also discuss how these concepts apply to modeling the weights and kernel integral operators in
neural networks during feature learning.
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Color singlet, sextet or octet?
Identifying and distinguishing new physics signals at

colliders with machine learning.

Thomas Dieter Flacke

KIAS

Machine learning provides a powerful tool for identifying and distinguishing new physics
signals in large data samples with a lot of Standard Model background events at particle
colliders. In this talk, I discuss the discovery and exclusion potential of the LHC with 3000
fb”-1 for pair- and single produced color singlet, sextet and octet spin 1 states in the 4 top
final state. We implement a convolutional neural network combined with a fully connected
DNN and compare its performance to a swin transformer network in tasks of a) identifying
signal events in the event sample, b) determining the mass of the BSM spin 1 state, and c)

discriminating color singlets, sextets and octets.
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Autonomous design of products and processes:
Generative Chemical Transformer to reinforcement

learning-guided combinatorial chemistry

Jonggeol Na

Department of Chemical Engineering & Materials Science, Ewha Womans University

Recently, the concept of "autonomous design" has emerged as a way to optimize and design
chemical products and processes autonomously. In the field of molecular design, various
research achievements have been made from the perspective of inverse design to find molecular
structures with desired properties. In this talk, I will introduce the Generative Chemical
Transformer (GCT) (Journal of Chemical Information and Modelling 61 (12), 5804-5814,
Front Cover) that enables high-speed inference while simultaneously matching multiple
molecular target properties. At the same time, I mathematically show that extrapolation, a
limitation of generative Al, is the same as the problem of predicting extreme properties of
molecules. We discuss the methodology and results of reinforcement learning-guided
combinatorial chemistry (RL-CC) (Chemical Science, 2024, 15, 7908-7925, Front Cover),
which was developed to address this problem. Finally, I present the recent applications of RL-
CC to (1) non-PFAS surfactant design, (2) amine design for reactive capture of carbon dioxide,
and (3) OLED materials. In particular, the section on OLED material design introduces a new
evaluation methodology based on bond dissociation energy. Our group utilizes self-supervised
learning to efficiently predict the dissociation energy of large molecules at the OLED size level,
resulting in improved energy predictions compared to existing methodologies. The
combination of RL-CC and representation learning based on pre-trained large chemical models
is expected to help solve a variety of problems in autonomous design, such as exploring

unknown materials and finding optimal reaction conditions to produce them.
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Adversarial robustness in classification via the lens of

optimal transport

Jakwang Kim

PIMS, Mathematics of University of British Columbia

In this talk, I introduce the recent advance of the adversarial training problems of classification
via optimal transport perspective. Since neural networks revolutionized the machine learning
community, there have been tons of research to understand these objects. One critical issue is
their instability against well-designed perturbation, which potentially causes serious problems
in the application of deep learning. For this reason, people introduce so-called the adversarial
training model for achieving more stable (robust) classifiers. Despite its practical importance,
there has been no rigorous framework to describe and understand this model even until recently.
In series papers, with Nicolas Garcia Trillos, Matt Jacobs and Matt Werenski, we do the
following: (1) to connect the multiclass adversarial training problem to optimal transport and
generalized barycenter problem, which first illustrates the geometry of this problem, (2) to
prove the existence of robust classifiers, and unify variants of adversarial training models, and
(3) to propose an efficient numerical scheme based on the combination of our theory and

entropic optimal transport from computational optimal transport.
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Improving Neural Optimal Transport

via Displacement Interpolation

Jaewoong Choi

Korea Institute for Advanced Study

Optimal Transport (OT) theory investigates the cost-minimizing transport map that moves a
source distribution to a target distribution. Recently, several approaches have emerged for
learning the optimal transport map for a given cost function using neural networks. We refer to
these approaches as the OT Map. OT Map provides a powerful tool for diverse machine
learning tasks, such as generative modeling and unpaired image-to-image translation. However,
existing methods that utilize max-min optimization often experience training instability and
sensitivity to hyperparameters. In this paper, we propose a novel method to improve stability
and achieve a better approximation of the OT Map by exploiting displacement interpolation,
dubbed Displacement Interpolation Optimal Transport Model (DIOTM). We derive the dual
formulation of displacement interpolation at specific time t and prove how these dual
problems are related across time. This result allows us to utilize the entire trajectory of
displacement interpolation in learning the OT Map. Our method improves the training stability
and achieves superior results in estimating optimal transport maps. We demonstrate that

DIOTM outperforms existing OT-based models on image-to-image translation tasks.
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On Imprecise Generalisation: From Invariance to

Heterogeneity

Krikamol Muandet

CISPA Helmholtz Center for Information Security

The ability to generalise knowledge across diverse environments stands as a fundamental
aspect of both biological and artificial intelligence (Al). In recent years, significant
advancements have been made in out-of-domain (OOD) generalisation, including the
development of new algorithmic tools, theoretical advancements, and the creation of large-
scale benchmark datasets. However, unlike in-domain (IID) generalisation, OOD
generalisation lacks a precise definition, leading to ambiguity in learning objectives.

In this talk, I aim to clarify this ambiguity by arguing that OOD generalisation is challenging
because it involves not only learning from empirical data but also deciding among various
notions of generalisation. The intersection of learning and decision-making poses new
challenges in modern machine learning, where distinct roles exist between machine learners
(e.g., ML engineers) and model operators (e.g.,doctors).

To address these challenges, I will introduce the concept of imprecise learning, drawing
connections to imprecise probability, and discuss our ICML 2024 paper
(https://arxiv.org/abs/2404.04669) in the context of domain generalisation (DG) problems. By
exploring the synergy between learning algorithms and decision-making processes, this talk
aims to shed light on the complexities of OOD generalisation and pave the way for future

advancements in the field.
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Advances in Plug-in and Non-Plug-in Nearest Neighbor

Methods for Utilizing Density Functionals

Yung-Kyun Noh

Hanyang University / Korea Institute for Advanced Study

The nearest neighbor distances in data space can be used for estimating probability densities.
P'lugging in a well-estimated probabilities can, in principle, generate various useful machine
learning methods, such as Bayes classification and feature selection using information-
theoretic measures. However, regardless of how well the method performs in practical, real-
world applications, an underlying issue with this straightforward approach is the misconception
that the plug-in methodology is universally applicable with asymptotic guarantees. In this
tutorial, I will provide a foundational understanding for constructing non-plug-in methods,
beginning with bias-variance behavior in high-dimensional space, clarifying which aspect
should be prioritized for reduction, and designing algorithms that use nearest neighbor
information when plug-in methods are invalid for certain problems, such as f-divergence
estimation. Historically, our estimators are connected to the analysis of nearest neighbors
established by T. Cover in the 1960s, who have demonstrated potential in both theoretical and
practical realms of machine learning, particularly in addressing the asymptotic behaviors of

classification errors and density estimations.
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Building Operational Al Weather Service in Taiwan

Hsuan-Tien Lin

National Taiwan University

Weather prediction stands as one of the most vital applications of big-data-driven artificial
intelligence, profoundly affecting our daily lives. Despite the vast potential for advancements
from the machine learning and computer vision communities, few researchers have had the
unique opportunity to work closely with meteorologists. This talk will draw from the speaker's
own collaborative experiences, illuminating both the successes and challenges faced, with the
goal of inspiring and guiding future partnerships in weather and climate research. Additionally,
the speaker will share insights into the intersections between meteorological applications and

current developments in foundational models and generative artificial intelligence.
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Recent Application of Machine Learning Force Field:

Beyond Simple Molecular Dynamics Simulation

Ji Woong Yu

KIAS

Molecular Dynamics (MD) is a computational scientific tool that tracks the movement
of atoms. The underlying physical interactions are obtained from force fields, which are sets of
functional forms and parameters representing physical interactions between atoms. However,
as evidenced by the existence of multiple force fields, determining the appropriate functional
forms and parameters is non-trivial. Machine learning force fields (MLFFs) are an approach
that delegates this task to neural networks. Since the early development of MLFFs in the late
2000s, there has been explosive growth in their development and use across physics, chemistry,
and engineering. As demonstrated in extensive validation studies ranging from simple liquids
and molecules to high-entropy alloys and biomolecules, MLFFs can serve as excellent
substitutes for highly sophisticated first-principle calculations, such as density functional
theory (DFT), at greatly reduced computational cost.

Recent interest has shifted towards exploring the discoveries and value MLFFs bring
to atomic and molecular science beyond simple proof of concept. In this talk, I will start by
briefly introducing popular MLFFs and some of the recent discoveries enabled by their use.
Next, I will discuss the current limitations of MLFFs and how they can be circumvented

through advanced molecular dynamics technique.
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Enhancing Accuracy and Efficiency in Diffusion Models

Chieh-Hsin LAI

Sony Al

Diffusion models are powerful generative tools for high-fidelity data generation across various
applications. However, they encounter two main challenges: slow sampling speed and fixed
dimensionality (resolution). In this talk, I will introduce approaches to improve efficiency and
accuracy in training and sampling by leveraging a unified concept of "consistency" rooted in

the mathematical structure of diffusion models.

To accelerate sampling, I will introduce the Consistency Trajectory Model (CTM), which
condenses a pre-trained diffusion model into a single neural network. CTM produces scores
(log-density gradients) in one forward pass, enabling seamless traversal between any initial and
final time along the Probability Flow ODE. This capability allows for new deterministic and

stochastic sampling methods, including long jumps along ODE trajectories.

To address dimensionality limitations, I will present Progressive Growing of Diffusion
Autoencoder (PaGoDA), which enhances the generator's resolution beyond that of the pre-
trained diffusion model. By using a pre-trained low-resolution diffusion model to encode high-
resolution data into a structured latent space, PaGoDA progressively increases the decoder's

resolution without needing to retrain models during upsampling, thereby improving efficiency.

I hope my talk will stimulate collaborations and discussions across disciplines and contribute

to Al-based Natural Sciences research.
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Understanding and acceleration of grokking phenomena in
learning arithmetic operations via Kolmogorov-Arnold

representation

Yeachan Park

Center for Al and Natural Sciences, KIAS

We propose novel methodologies aimed at accelerating the grokking phenomenon, which
refers to the rapid increment of test accuracy after a long period of overfitting as reported by
Power et al. (2022). Focusing on the grokking phenomenon that arises in learning arithmetic
binary operations via the transformer model, we begin with a discussion on data augmentation
in the case of commutative binary operations. To further accelerate, we elucidate arithmetic
operations through the lens of the Kolmogorov-Arnold (KA) representation theorem, revealing
its correspondence to the transformer architecture: embedding, decoder block, and classifier.
Observing the shared structure between KA representations associated with binary operations,
we suggest various transfer learning mechanisms that expedite grokking. This interpretation is
substantiated through a series of rigorous experiments. In addition, our approach is successful
in learning two nonstandard arithmetic tasks: composition of operations and a system of
equations. Furthermore, we reveal that the model is capable of learning arithmetic operations
using a limited number of tokens under embedding transfer, which is supported by a set of

experiments as well.

[1] Power, Alethea, et al. "Grokking: Generalization beyond overfitting on small algorithmic
datasets." arXiv preprint arXiv:2201.02177 (2022).
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Title: Real-Time Solutions to PDEs with Neural Operators

in Scientific Machine Learning

Jaeyong Lee

Department of Al, Chung-Ang University

Recent advancements in deep learning have led to a surge in research focused on solving
scientific problems under the "AI for Science." Among these efforts, Scientific Machine
Learning (SciML) aims to address domain-specific data challenges and extract insights from
scientific datasets through innovative methodological solutions. A particularly active area
within SciML involves using neural operators to find real-time solutions to Partial Differential
Equations (PDEs) as their parameters change. This presentation will discuss my latest research
in this field, highlighting the significant potential of neural operators for solving complex
physical phenomena.
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WGFINNs: Weak-form Generic formalism informed neural

networks

Jun Sur Park

Center for Al and Natural Sciences, KIAS

Numerous data-driven modeling studies have shown that employing a weak formula-

tion of model equations with carefully selected test functions enhances robustness against noise.
Inthis paper, we introduce the weak-form GENERIC formalism informed neural networks
(WGFINNs)to improve the performance of the GENERIC formalism informed neural
networks (GFINNs) for dis-covering underlying dynamics from noisy measurement data.
Numerical examples demonstrate that,by leveraging the weak form, WGFINNSs provide greater
resilience to noise compared to GFINNSs, enhancing the accuracy of the data-driven discovery

of dynamics.
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How does PDE order affect the convergence of PINNs?

Changhoon Song

KAIST

This talk addresses the inverse relationship between the order of partial differential equations
(PDESs) and the convergence of gradient descent in physics-informed neural networks (PINNs)
utilizing Rectified Power Unit (RePU) activation. By integrating PDE constraints into the loss
function, PINNs inherently require the computation of derivatives up to the order of the PDE.
While empirical observations suggest that PINNs often struggle with convergence for high-
order or high-dimensional PDEs, a thorough theoretical explanation has been lacking. This talk
provides a theoretical foundation for these challenges, showing that the gradient flow is less
likely to converge as the PDE order increases. Additionally, we explore the impact of
dimensionality on convergence, which is further compounded by higher PDE orders. To
mitigate these issues, we propose a variable splitting technique that decomposes high-order
PDEs into a system of lower-order PDEs. We demonstrate that this approach improves the
likelihood of convergence to the global optimum. Numerical experiments are presented to

support our theoretical findings and highlight the practical implications of our method.
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Automized dataset collection for PES interpolation for

pigment-protein complexes

Kwang Hyun Cho
Center for Al and Natural Sciences, KIAS

khcho@kias.re.kr

Nature has evolved various species to capture light energy and convert it into chemical energy
during photosynthesis. Light harvesting complexes, composed of spatially arranged pigments
and surrounding proteins, play an essential role in this process by delivering light energy
through excitation energy transfer (EET) process. The high efficiency of the EET process is a
key factor in the overall energy yield of photosynthesis. Understanding the molecular origins
of this efficient process requires a detailed investigation of how molecular motions affect
pigment quantum states, which can be achieved through molecular dynamics simulations. A
key challenge in these simulations is providing an accurate potential energy surface (PES)
while maintaining computational efficiency. Previously, we have demonstrated that an
interpolation-based approach, with properly sampled datasets, can capture the realistic
dynamics and environmental noise of the pigment molecules in light-harvesting complexes,
such as the FMO and LH2 complex. However, more systematic approaches are still required,
as any other complex requires its own PES due to its unique protein environment. Here, I
propose utilizing machine learning techniques to automize dataset collection by reusing pre-
obtained data for PES interpolation. This approach aims to systematically construct PESs with
minimal effort and to allow for the comparisons of the molecular environments across various
pigment-protein complexes. It can provide insights into the fundamental molecular

mechanisms underlying efficient energy transfer, which may be ubiquitous in nature.
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Nonparametric f-Divergence Estimation and its Application

to Eliminating Harmful Variables

Yung-Kyun Noh

Hanyang University / Korea Institute for Advanced Study

Nearest neighbor methods are well-regarded for their simplicity and scalability, allowing
parallel computation without extensive implementation effort. This research explores
advancements in nearest neighbor methods tailored for f-divergence estimation and their
applications in adjusting deep learning models for trustworthiness. I will introduce a systematic
non-plug-in method using k-nearest neighbors to construct a nonparametric estimator for a
target f~divergence. The proposed method leverages the inverse Laplace transform, offering a
contrast to previous plug-in methodologies, which have theoretical shortcomings when using
a fixed k. Applications of these methods will be briefly discussed to address various challenges
confronted in artificial intelligence, such as handling imperfect information, ensuring fairness,
and eliminating artifacts in simulated data.
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Machine Learning from Weak Supervision:

An Empirical Risk Minimization Approach

Masashi Sugiyvama

RIKEN and The University of Tokyo, Japan.

https.://www.ms.k.u-tokyo.ac.jp/sugi/ sugi@k.u-tokyo.ac.jp

Machine learning (ML) is a sub-field of artificial intelligence (AI), which is aimed at
investigating computer algorithms that improve themselves automatically through experience.
ML has been one of the most evolved and deepened research topics in science and technology
in the early 21st century, and it is the technology that boosted the use of Al in the real world.
Nowadays, ML-based Al systems have been deployed vitally in pioneering new business as
well as advancing scientific research and technological development.

So far, success of ML has mainly been in the virtual world, such as e-commerce, social
networks, and gaming, since ML-based Al systems need to be trained with big data that contain
rich supervised information. However, once we try to apply ML to physical-world problems in
our real world, such as medical diagnosis, natural disaster, and education, it is extremely
difficult or even impossible to collect such a huge amount of fully supervised data. Thus, data
collection is one of the critical bottlenecks for Al to be further penetrated in our society. Thus,
there is an urgent need to develop novel theory and algorithm of ML that allow us to train ML-
based Al systems from limited supervision.

This lecture is aimed at providing basics and practical algorithms of weakly supervised
classification, based on the monograph we published in 2022 [1]. By weakly supervised
classification, we do not mean that we try to train a classifier from small training data, which
is mathematically not possible without imposing strong assumptions on data and models.
Instead, we try to train a classifier with a large amount of data that can be easily collected. Such
easily collectible data usually contain weaker supervised information than expensive fully
supervised data, but we will show that it is possible to train a classifier only from such weakly
supervised data as if we have fully supervised data.

[1] Sugiyama, M., Bao, H., Ishida, T., Lu, N., Sakai, T., & Niu, G. Machine Learning from
Weak Supervision: An Empirical Risk Minimization Approach, MIT Press, Cambridge,
Massachusetts, USA, 2022.
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Implicit Bias of Mirror Descent for Shallow Neural

Networks in Univariate Regression

Guido Montufar

University of California, Los Angeles

We examine the implicit bias of mirror flow in univariate least squares error regression with
wide and shallow neural networks. For a broad class of potential functions, we show that mirror
flow exhibits lazy training and has the same implicit bias as ordinary gradient flow when the
network width tends to infinity. For ReLU networks, we characterize this bias through a
variational problem in function space. Our analysis includes prior results for ordinary gradient
flow as a special case and lifts limitations which required either an intractable adjustment of
the training data or networks with skip connections. We further introduce scaled potentials and
show that for these, mirror flow still exhibits lazy training but is not in the kernel regime. For
networks with absolute value activations, we show that mirror flow with scaled potentials
induces a rich class of biases, which generally cannot be captured by an RKHS norm. A
takeaway is that whereas the parameter initialization determines how strongly the curvature of
the learned function is penalized at different locations of the input space, the scaled potential
determines how the different magnitudes of the curvature are penalized. This is work with

Shuang Liang.
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Dynamic Programming for Chain Propagator

Computations in Polymer Field Theory Simulations

Daeseong Yong, KIAS

We present an algorithmic approach that optimizes chain propagator computations in polymer
field theory simulations. These computations have recursive structures and there are heavily
overlapping computations for branched polymers. By employing dynamic programming, these
redundant computations are systematically avoided for any mixture of arbitrary acyclic
branched block copolymers. We demonstrate that our approach achieves optimal time
complexity for various polymeric systems, including multi-arm star-shaped polymers, comb
polymers, dendrimers, and homopolymer mixtures. This work paves the way for the
development of efficient open-source software and holds potential applications in automated

searches for inverse design.
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Machine Learning under Distribution Shifts

Masashi Sugiyvama

RIKEN and The University of Tokyo, Japan.

https.://www.ms.k.u-tokyo.ac.jp/sugi/ sugi@k.u-tokyo.ac.jp

A common assumption in standard machine learning methods is that the data used for training
a predictor follow the same probability distribution as the data used for testing the prediction
performance in the inference phase. However, in many real-world applications, this common
assumption is often violated, e.g., due to changing environments over time or sample selection
bias caused by privacy concerns. Such a situation is called distribution shift, and how to
overcome the distribution shift is an urgent challenge in the machine learning community.

In this talk, I will first give an overview of the classical importance weighting
approach to distribution shift adaptation, which consists of an importance estimation step and
an importance-weighted training step [1,2]. Then, I will present a more recent approach that
simultaneously estimates the importance weight and trains a predictor. I will also discuss a
more practical scenario of sequential distribution shifts, where the data distributions change
sequentially over time. Finally, I will discuss ongoing challenges such as joint distribution shift,

out-of-distribution adaptation, and more.

[1] Sugiyama, M. & Kawanabe, M. Machine Learning in Non-Stationary Environments:
Introduction to Covariate Shift Adaptation, MIT Press, Cambridge, Massachusetts, USA,
2012.

[2] Quifionero-Candela, J., Sugiyama, M., Schwaighofer, A., & Lawrence, N. D. (Eds.),
Dataset Shift in Machine Learning, MIT Press, Cambridge, Massachusetts, USA, 2009.
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