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Atacama 

Large 

Millimeter/

Submimllimter
Array

• 12m array: 50 x 
12m antennas

• ACA array: 12 x 
7m antennas + 4 
x 12m antenna

• Longest distance 
between two 
antennas: 16 km



The ALMA Site



Angular resolutions of different telescopes



MoA for ALMA in Aug ‘14





EA ALMA Science workshops organized by Korea
2012 Sep
KASI 

2014 Jul 
Jeju

2017 Nov 
KASI 

2021 Feb 
online





ALMA proposal preparation workshop

• January 13-17, 2025 (5 
days)



Installation
The ACA 
Spectrometer 
installed at 
AOS in Feb 
2022

20:30 CLST Tue 22nd Mar 2022 / 08:30 
JST Wed 23nd Mar 2022

All-Hands Meeting

Q1 comp rackQ0 comp rack Q2 comp rack Q3 comp rack

ASC

ASM

Optical 
Splitters



86 GHz SiO (v=1,J=2-1)
Orion
2022-02-22



ALMA Cycle 10: Record-Breaking Observation Hours

- 12-m: 4250 hours

- 7-m Array: 3769 hours

- Total Power Array: 2723 
hours



ALMA Development Roadmap 2030 



ALMA2030 Wideband Sensitivity Upgrade



Band 6v2 (IF=4~18 GHz) science setup

From ATAC DD document



Comparision between ACAS and TPGS



GPU technology developments

• Upgrade of PCIe Standard
• PCIe Gen 5 (Hopper): Supports up to 400 GE

• PCIE Gen 6 (Blackwell): Supports up to 800 GE

• GPU-centric approach, DOCA GPUNetIO
• GPUDirect async kernel-initiated network (GDAKIN) communications to allow a CUDA 

kernel to directly control the NIC

• Wider Bandwidth Connections
• NVLink C2C: Provides 900 GB/s bandwidth, which is 7 times greater than PCIe Gen 5.

• NVLink (GPU-to-GPU): Achieves 1.8 TB/s bandwidth, critical for improving cross-
correlation performance.

• Perfomrance improvement
• Grace Hopper 200 NVL2: 134 TFLOPS for FP32 computations

• Grace Blackwell 200 NVL2: 180  TFLOPS for FP32 computations



USB GPU Server

LSB GPU Server

32 ports 
400GE switches
supplied by ATAC

8 * 400 GbE ports 

CDP 400 GbE switchArchive

TelCal

CONTROL

M&C S1

10/100 GbE switch

100 GbE

200 GbE 10 GbE

Raw data rate per connection: 
40GSps * 6b = 240 Gbps

4 400GE connections 
per antenna. 1 / POL / SB

AOS OSF



Current and Past members of the Korean ALMA projects

SNU Sejong Univ

CNU

MPIfRA

India
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