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Motivation for Neural Operators

Consider the following linear PDE problem as an example:

Lu=f on D
u=0 on OD.

Where L is a linear differential operator. The solution to this problem can
be expressed as the convolution of a kernel function G(x,x") which
depends on L and D with a function f.
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Motivation for Neural Operators

Mathematically, this can be represented as follows:
u(x) = G xf(x) = [, G(x,x")f(x')dx.

In this Dirichlet problem, the solution can be regarded as an integral
operator that maps the source term f to the solution u.
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Definition of Neural Operators

Neural Operator is composed as following:
ge :NQOALO---OA]_ONP.

Where each NQ, Np, A; are projection layer, lifting layer, and kernel
integration layers respectively.
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Definition of Neural Operators

Here, each kernel integration layer A; is defined as follows:
Ai(v) = 0(Wie,i(v) + Ki(v)).

Where Wi, ; is a sub-network that acts locally, and £C; is an integral
kernel operator represented as follows:

= [p,_ K (6 y)v(y)du(y).

Where k' € C(D; x D,-,l;RdViXde—l) and p is a measure on domain D;_1.
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Discretization of functional Data

Neural Operators process functional data, but to numerically handle
functions, it is necessary to convert them into finite-sized data. To achieve

this, we select specific points D = {x1,...,x,} C D in the domain D on

which functions will be evaluated.
As a result, the input function a and target function u can be

represented as vectors a|5 € R"*% and u|5 € R"*%.
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Problem Setting

The main task of Neural Operators is approximate operator G(a) = u. To
achieve this, we solve following minimization problem:

ming B, C(G(a), Go(a))

For this, we aim to minimize the empirical loss function, which measures
the difference between Gy(a;) and u; = G(a;) on the training dataset.
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Fourier Neural Operator

The Fourier Neural Operator is implemented via treating convolution
operator in kernel integration layer by Fourier transform:

= Jok(x = Y)V()du(y) = F (R (FV)) (x).
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Fourier Neural Operator

Since we treat discretized objects, the kernel integration can be rewritten
as follows:

F(KWID) )kt = Yy Rir - (FV)K.j

where F denotes the Fast Fourier Transform (FFT). And we only use
truncated frequency components. The truncation of frequencies is
expressed by the maximal number of modes:

kmax = [{k € Z" : |kj| < kmaxj for j=1,...,n}|
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Hyperbolic Conservation Laws

The conservation law can be rewritten in quasi-linear form as follows:

U + 25000 — g,

If the Jacobian 8’;7(UU) has m real eigenvalues and is diagonalizable, we say
that the above equation is hyperbolic.
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Numerical Schemes

A theorem exists regarding certain types of numerical methods that
guarantee good quality. These methods are called " conservative methods”
and have the following form:

n kg
Urt = U = L F(U s Ufg) = F(U o Ul )] (1)

We define the numerical flux as consistent when the following conditions
are satisfied:

F(u,...,u)=F(u), VueR
FUppseo ) = F@ S K max [Upi—u. O
—p<i<q
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Loss for Flux NO

Motivated by equations (1) and (2), we design the loss function for our
Flux NO model as follows:

Lem(U) =N U™t —U" + —[G( e Ul 0)

—G(U2 g, ULy 13 0)]I3
cons: Z HG 9) - F(Un)H%
LU}, G(50)) = T2 (Lem(Ui) + Aeonsi(Ui)), 0 <A

Here, U corresponds to the vectorized functional data, and the data
structure follows the format [batch size, N, Ny, Np]. G represents the
Neural Operator model, which takes as input the function concatenated
along the last index. In our case, we used FNO for G.
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Algorithm for Flux NO

Algorithm 3 An algorithm for training (Combined with TVD-RK)
Input: Dataset U = ((Us;1), (Atys))
Output: trained FNO model G(-;6)
for epoch=1,...,E do
for Batch € Tram loader do
f/'f; « roll Upp,.1 by 7 in the third index for j = —¢q,...,p+1

U' « concatenate ([7 s ﬁ") along fourth index

U™ + concatenate (I" 15+ - ﬁ;fl) along fourth index > Thus, the
concatenated function is now a p+q dimension vector-valued

U0 U

forfc_:l,..;,ldo B
Uk HGWEL0) — GURT;0)]
Uk Z’;;S(QESUE" + Atbynﬁiml’:fsv') > Each « and S are selected
to satisfy the CFL condition
end for
Lim(Batch) « S Y05 s, — UL, I3
VP4 + concatenate U p+q times.
Leonsi(Batch) « 32 SNTHIGVE 50) — F(Usn,., )13
Calculate backpropagation for [,gm(U ) + ALconsi(U)
Take an optimization step.
end for
end for
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Algorithm for Flux NO

time step
calculator
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Experiments (1D Burgers)

We conducted experiments on 1D linear advection and the Burgers’
equation, which are simple types of HCLs.

@+c@—0
ot ox
ot ”ax*
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Experiments (1D Burgers)

Number of Domain of Overall shape
(At, Ax) functions function of dataset
e (1072278,278) 10 [0,0.3] x [0,1] [760,100,256,1]
or B.E
Test —2n—8 H—
g (1072278,278) 10 [0,0.6] x [0,1] [10,1520,256,1]

Table: Specifications of training and testing datasets
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Experiments (1D Burgers)

. depth of Number of Batch size
width Fourier layers modes (Advection, Burgers)
Flux FNO 64 1 5 (1, 1)
1D FNO 64 1 5 (1,1)
1D FNO(heavy) 32 3 20 (1, 1)
2D FNO 64 3 (10, 10) (10, 10)

Table: Specification of architectures and hyperparameters
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Experiments (1D Burgers)

Figure: Output of Flux FNO (dashed line with triangle markers) compared with
the exact solutions (solid line) for the 1D Burgers' equation problem.
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Experiments (1D Burgers)

2. 2
— reference —— reference
e Flux FNO - Flux FNO
-~ 2DFNO --- 2DFNO

15 10 FNO(heavy) 15 1D FNO(heavy)

Figure: Comparison of Flux FNO output with the exact solutions and other FNO
models at t = 0.30 (left), and t = 0.60 (right) for the 1D Burgers' equation
problem.
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Experiments (1D Burgers)

(relative L2, L°) t=0.30 t=0.60

Flux FNO (0.049, 0.21) (0.052, 0.13)
1D FNO(heavy) (6.55, 7.53) (11.20, 7.32)
(
(

1D FNO 10.08, 4.94)  (19.09, 4.81)
2D FNO (1.36, 1.65)  (2.21, 1.26)

Table: Quantitative results of each model for the 1D Burgers' equation problem.
Each value represents the mean over the test dataset.
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Experiments (1D Burgers)
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Figure: Inference of Flux FNO on out-of-distribution samples for the 1D Burgers
equation problem: square wave.
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Experiments (1D Shallow water)
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Figure: Output (H) of Flux FNO (dashed line with triangle markers) compared
with the exact solutions (solid line) for the 1D Shallow water equation problem.
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Experiments (1D Shallow water)

(relative L%, L°) t=0.05 t=0.15
Flux FNO (3.58e-3, 4.57e-3) (9.56e-3, 6.26e-3)
2D FNO (7.74e-3, 9.80e-3)  (1.59e-2, 1.55e-2)

Table: Quantitative results of each model for the 1D Shallow water equation
problem. Each value represents the mean over the test dataset.
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Experiments (1D Shallow water)
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Figure: Inference of Flux FNO on out-of-distribution samples for the 1D Shallow
water equation problem with initial condition is sqaure pulse: U (left), UH (right).
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|deal Magnetohydrodynamics (Ideal MHD)

pt+V - (pu) =0,

. -
(pu)e + V- pu®u+<p+2]|BHz>l—B®B =0,
B:+V-(u®@B—-B®u)=0,

. -
Et+ V- <5+p+2\|B||2>u—B(u‘B) =0.

where u represents velocity, B the magnetic field, p density, E energy, and
p pressure. Additionally, according to Maxwell’s equations, the magnetic
field must satisfy the divergence-free condition, which is expressed as:

V-B=0.
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Enhanced Loss Function for Ideal MHD

Motivated from TVD property of numerical scheme, we devise following
loss:
B Nt—l

Lrvo({Ui}E,) ZZ [ TV(Qint1) — TV(Uin) 13

=1 n=1

where |-] 4 := max(0, x) and U is an output of Flux NO.
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Enhanced Loss Function for Ideal MHD

To obtain divergence freeness of magnetic field, we consider following
equation:

v_<97u_av-u:v< 0G 8F)

ot Ot Oox 0Oy
oV -B oG OF
0= "o _v'<_5_@)
From above equation, we get following:
Laiy({UiFy) =
B N;—1
— | IV -AR(Ui;0)sll5 — bai
Z Z |V - AR(U; L 0) HZ Oaiv| HV'AR(UU;G)BH%'
i=1 j=1 ijiU)Bll2 div 4
where 0g;, is the threshold value.
Taeyoung Kim
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Enhanced Loss Function for Ideal MHD

Utilizing the /°° norm allows for the expectation of pointwise convergence,

thereby enabling a more accurate approximation of the flux embedded in
the training dataset.

B N:—1 N,

Loo({UitR,) = Z Z ZSUP ((U: Lk, — 1n,j,k,l)_AR(Ui,n,j,k,l;0))-

i—1 n=1 |=1 JK
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Experiments (2D Ideal MHD)

(M, SD)

t=0.5

t=0.75

2
rel [

(2.5e-3, 1.11e-1)

6.7¢-3, 1.11e-1)

oo
rel I

(4.24e-7, 1.09e-1)

5.51e-6, 1.09e-1)

rel /2

(4.7e-3, 1.11e-1)

1.02e-2, 1.11e-1)

rel [5°

(3e-4, 1.10e-1)

rel /2

(3.5e-3, 1.11e-1)

7.8e-3, 1.11e-1)

rel Ig°

(2e-4, 1.10e-1)

7e-4, 1.10e-1)

rel /2

(3e-3, 1.11e-1)

8.1e-3, 1.11e-1)

rel Ig°

(1.6e-3, 1.10e-1)

(
(
(
(le-3, 1.10e-1)
(
(
(
(

2.7e-3, 1.11e-1)

Table: Means (M) and Standard Deviations (SD) of Relative /2 and /°° Norms
Between the Output of Flux NO and Reference for Each Component at Short
Term Times in the Two-Dimensional Case, Across 10 Test Samples.
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Experiments (2D Ideal MHD)

N u\‘| al ',l“,“lg

LI?“ l@!l n.l' l\‘

(e AN [AYY [EYY |

%;m‘l )

-
A

May 30, 2025



Experiments (2D Ideal MHD)

(M, SD) t=1.5 t=2.0
rel 2 (1.62e-2, 1.11e-1) (2.45e-2, 1.11e-1)
rel 2 (2.78e-5, 1.10e-1) (4.90e-5, 1.10e-1)
rel 12 (2.91e-2, 1.11e-1) (4.68e-2, 1.11e-1)
rel I (6.6e-3, 1.11e-1)  (1.98e-2, 1.11e-1)
rel 13 (2.39e-2, 1.11e-1) (3.59e-2, 1.11e-1)
rel g2 (9.2e-3, 1.11e-1)  (1.63e-2, 1.11e-1)
rel 2 (1.69e-2, 1.11e-1) (3.16e-2, 1.11e-1)
rel 22 (8.6e-3, 1.11e-1)  (4.4e-2, 1.11e-1)

Table: Means (M) and Standard Deviations (SD) of Relative /2 and /°° Norms
Between the Output of Flux NO and Reference for Each Component at Long
Term Times in the Two-Dimensional Case, Across 10 Test Samples.
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Experiments (2D Ideal MHD)

To test our model on OOD sample, we addressed the Orszag-Tang
problem. The initial conditions for the Orszag-Tang problem are described
as follows:

p(X7Y70):727 VX(XayaO):_Sinya vy(x,y,O):sinx,
p(vavo):’% BX(XayaO):_Siny’ By(X7y70):Sin2X7
UZ(X,_)/,O) = BZ(XayaO) =0.

When given the initial conditions of the Orszag-Tang problem, the solution
at t = 0.25 was used as the initial condition.
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Experiments (2D Ideal MHD)

Figure: Snapshot of the Output from Flux NO and Reference Data at t = 0.5 and
t = 0.75 for the Orszag-Tang Vortex Problem.

Taeyoung Kim Flux Neural Operator May 30, 2025



Experiments (2D Ideal MHD)

Figure: Snapshot of the Output from 3D FNO at t = 0.5 (top left), t = 0.75 (top
right), t = 2.0 (bottom left) and t = 3.0 (bottom right) for the Orszag-Tang
Vortex Problem.
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Experiments (2D Ideal MHD)

Inference Time

Models for At —05 Number of Parameters
Flux NO 4.16e-1s (4.16e-3s) 8,204,176
2D FNO 3.04e-3s 1,022,264
2D FNO (heavy) 4.74e-3s 8,355,064
3D FNO 1.81e-2s (9.05e-3s) 7,990,064
WENO-Z 1.05e+1s (1.05e-1s)

WENO-Z (on PyTorch)  9.98e+0s (9.98e-2s)

Table: Comparisons of Flux NO with Other Standard FNO Models: Memory
Requirements and Inference Times. The time in parentheses represents the
inference time for a single run.
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